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Advanced software and cyber-physical systems, so called “Artificial Intelligence” (AI) systems,
and data driven business models increasingly govern portions of our lives: they influence how
we work, love, buy, sell, communicate, meet, and navigate. They impact individual rights, social
interactions, the economy, and politics. They pose new risks to national security, democratic
institutions, individual dignity and human wellbeing.

In recognition of these challenges we, a group of scientists and stakeholders from both sides of
the Atlantic, warn that technological solutionism should not replace democracy, that the
primacy of democracy must be re-affirmed and that citizens must be re-empowered through
institutions of countervailing power. Without immediate action, democracy runs the risk of
faltering in the face of increasingly dominant AI-enabled platforms and inadequate governance
structures.

Citizens and their elected, accountable representatives still lack the institutional means to
govern these technologies and to hold their developers and providers accountable. The
ubiquitous, pervasive, and often invasive, providers of these technologies have used their
concentrated economic power to shield themselves from meaningful independent oversight.
They work with unique power dynamics, including the ‘winners take all’ effects and a race for a
limited pool of talent. Digitization has led to the emergence of what we call hereafter private
corporate hegemons. The challenges to both individual rights and democratic institutions by the
power they wield include unaccountable governance of communication (controlling who and
what gets heard in the public square), allowing the spread of mis- and dis-information, mass
surveillance, and cyber-vulnerabilities and threats. Meeting these challenges requires more
than just incremental legal adjustments on both sides of the Atlantic.

Governments worldwide desire to reap the economic benefits of technologies provided by the
hegemons, while at the same time aiming to constrain their power. A fundamental mismatch
exists, however, between the pace at which innovative yet destabilizing digital applications can
be deployed and the pace, as well as rigor, with which norms, standards and regulations are put
in place. To complicate matters, traditional narratives around competition, security, and
unfettered innovation undermine the adoption of proper constraints. This creates unhealthy
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degrees of freedom for hegemons that drive a trajectory of the digital and technological
revolution toward unprecedented forms of surveillance capitalism and strategic instability.
Governments, stakeholders and citizens on both sides of the Atlantic have therefore rightfully
expressed concern that this situation will continue to fragment the societies for which they hold
responsibility, weaken democracy and the rule of law, as well as compromise fundamental
human and constitutional rights.

In light of these challenges, we have come together in an interdisciplinary Transatlantic
Reflection Group on Democracy and the Rule of Law in the Age of “Artificial Intelligence” to
address the systemic challenges to democracy emanating from monopolies and centralised
governance of AI. We believe democracy and the rule of law themselves are at stake and we
share reflections on the principles that should govern how these challenges are to be
addressed.

Technological solutionism should not replace democracy

Without historic, radical reform, citizens and their elected representatives will be
disempowered and lose the means for effective self-governance. The promise of future
technologies delivering economic growth cannot justify today’s erosion of democratic norms,
fundamental rights, and the rule of law. Neither should the vulnerability and monopolization of
digitized systems jeopardize the peaceful cooperation of states.

Unregulated technological deployment will exacerbate inequalities and undermine trust. The
short-term benefits could be far outweighed by longer-term risks and undesirable societal as
well as political consequences.

The challenges to institutions, laws, and democratic processes — combined with the litany of
claims that unregulated business interests can better address global challenges than
democracy— have weakened trust in democracy and played into the hands of authoritarianism.

In this situation, there is a need to reaffirm that democratically established laws, by
democratically elected and accountable representatives, are the noble and legitimate
expressions of the people. To preserve these fundamental principles, radical reform is needed.

Affirming the primacy of democracy

AI cuts to the heart of how we live. Decisions on how to govern such systems, their data and
process oversight must not be decided by economic players who continue to overwhelm policy
makers with demands to be either left alone or given special treatment.

Rather than stand by as witnesses to the erosion of democracy, we call for policy processes that
empower citizens and guarantee vibrant, reflective, and free societies, where citizens and
regions can have true influence. Our societies must be based on horizontal and vertical divisions
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of power, and improved checks and balances to safeguard against monopolistic concentration
and abuse, such as the abuse of democracy through regulatory capture.

The rules must go beyond technology-specific regulation, or the regulation of business
practices. Like the technological and economic developments they are intended to address,
they, by their nature, will influence how humans interact with each other and with their civic
institutions, how democracy and markets function and how people live. Done well, however,
they will ensure the rule of law curtails overreaches of power, by private or governmental
actors.

These laws must serve the public interest and in doing so they may well be asymmetrical by
creating stronger obligations that bind the big and powerful. To ensure that citizens are
democratically empowered and can trust the legislative process at the local, national, and
supranational level, it is important that the law-making be accessible, clear and transparent and
that the laws are not only enacted but also enforced.

Empowering citizens through institutions of countervailing power

Democracies must foster and strengthen countervailing powers and the type of checks and
balances necessary to control power in the age of AI. Countervailing powers can arise from
scalable new technologies and business models on the one hand, and from effective and
enforceable legislation on the other. Democracy must preserve space for both.

As a starting point, democracies must protect individuals and political systems from both
governmental and non-governmental abuses of power facilitated by the targeted use of
predictive technologies and personal data collection. Democracies must also prevent the
weakening of local entrepreneurial activity through killer acquisitions and other
anti-competitive behaviours.

Citizens and their elected representatives will be capable of responding to the challenges posed
by the new technologies and new economic dynamics only if they are equipped with sound
information about the real effectiveness and impact of the technologies. To that end,
policymakers should address the need for an evidence-based public policy dialogue and to
empower citizens and civil society to meaningfully participate. They should also encourage
US-European cooperation in the development of AI benchmarking protocols in order to
promote values-driven, evidence-based policy cooperation.

Where massive computing systems can effectively regulate human behaviour or dictate
government behaviour, it is important that our societies preserve and strengthen the
democratic accountability of policy actors and demand that those actors defend the public
interest and work together to develop policies to avoid capture by private economic interests.
Governments and legislators must equip themselves with their own, state of the art science and
technology impact assessment capabilities and share the results of any such assessments with
the public. That should help to empower citizens and make them and their representatives less
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dependent on the sometimes incomplete or false information provided by corporations on
technological capabilities, risks, and solutions.

Countervailing power can also come from governmental authorities (e.g., consumer protection,
data protection, or competition authorities), non-governmental civic institutions (e.g., unions,
non-governmental organisations, civil society, academia, and the free press), and citizens
themselves. That power can be effectively exercised, however, only if steps are taken to ensure
that providers of technological products and services are held democratically accountable, that
mechanisms exist for citizens to assert their basic human and civil rights against economically
more powerful actors, and that the public is well informed about both the benefits and the risks
presented by the emerging technologies and business models.

Universities, media, and civil society should be empowered to renew and strengthen their
commitment to supporting the exercise of reason, inquiry for truth and informed opinion. The
freedom of academics and civil society to criticize state and corporate conduct must be

protected.

Building bridges between technologists and policy communities

Independent technology experts are needed as participants in reliably inclusive democratic
processes protected from private economic interests. While the number and importance of
scientists and engineers in our societies has increased, their participation in public policy and
formal democratic fora, such as parliaments, has declined. On the one hand, engineers and
scientists should engage more in formal democratic decision-making institutions, on the other
hand political and democratic actors and institutions must build bridges for meaningful and
visible engagement. Independent experts informing, training and collaborating with policy and
decision makers must fill gaps in how governments understand technology and familiarise
technologists and scientists with the specificities and complexity of decision-making in
participatory democracies.

A broad array of perspectives are needed to formulate effective measures for understanding
and mitigating the risks posed by advanced technologies. The role of technology as part of the
proper functioning of our democracies should be informed by diverse and multidisciplinary
stakeholders, from philosophers, youth representatives and labour unions to the impacted
communities themselves.

Joining forces: Jointly defending democracy across the Atlantic

The survival of democracy on both sides of the Atlantic requires that American and European
governments demonstrate their ability to act decisively and deliver efficiently in the face of
great challenges. Without claiming perfection as to their democratic practices, public
authorities and legislators in Europe and the Americas should join forces to support a new
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upward dynamic in order to develop effective legislative frameworks to address the challenges
outlined here. It may be only through such a co-operation and partnership that they are able to
acquire the strength and reach needed to protect and empower the individual and defend
democratic values against the hegemonial power of tech corporations.

With coherence across European and transatlantic jurisdictions, laws will have greater scale and
will be more effective at addressing these challenges. Societies need not suffer from a
competitive race to the bottom on standards for public life and protection of fundamental rights
caused by free riding, forum shopping, and the exploitation of international tensions.

The fast pace of technological innovation and the economic success of the platform economy
must not slow or erode the democratic process nor disempower individual human beings. While
public institutions will need to reform to remain at the forefront of emerging technologies, this
will be of little use if basic principles of self-governance are not maintained and protected
through appropriate regulatory mechanisms and rigorously enforced.

Democratic deliberation to develop consensus, as well as the human ability to re-interpret legal
norms in consideration of new technologies and new economic conditions are strengths, not
weaknesses. A stable legal environment is crucial for accountability and certainty: while there is
no doubt that legislation must evolve over time, democratic lawmakers should not be expected
to publish and amend laws as frequently as software developers code, nor would this make for
good law.

Technology regulation must not focus narrowly on zeitgeist trends. In contrast,
technology-neutral laws, which are drafted in open language and without reliance on buzzwords
enable re-interpretation and will remain relevant as technologies and business models evolve.
They must start with core values and principles and focus on what is needed to protect and
advance those values and principles. The process of filling in the details should be left to
delegated legislation, transparent standard setting processes, and bodies responsible for
enforcement.

We ask that US and European leadership remain committed to coherent laws, the primacy of
the public interest, and the shaping of the digital economy through democracy on both sides of
the Atlantic. We call on decision makers to remember the crucial importance of transatlantic
coherence for reasons of both transatlantic democratic accountability and the rapidly advancing
global competition. What is needed now are well-designed legal frameworks and strong
institutions, which empower and enfranchise citizens and serve the common interest of people
in Europe, the US, and beyond, and ensure:

FAIR COMPETITION AND TAXATION

1. Competition law: Review competition rules to enable antitrust authorities to better pre-empt
and tackle anticompetitive behaviour, including acquisitions of emerging competitors and the
appropriation of innovative ideas by dominant incumbents, while reducing barriers to entry.
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Explore transatlantic regulatory cooperation to overcome the territorial market segmentation
that ultimately favours transnationally operating digital corporations.

2. Upskilling of supervisory authorities: Give supervisory authorities the mandate, skills and
resources needed to understand, oversee, and address how AI affects their respective domains.

3. Address tax ‘free riding’: Ensure that those who benefit from the digital economy the most
contribute financially to sustain core functions of democracy and public infrastructure, and pay
for the undesirable societal impact of their technologies, through taxes where profit is
generated.

DATA GOVERNANCE

4. Data quality: Ensure that data used to train AI systems with potentially major impacts, is
governed by legal frameworks that incorporate proper quality requirements, including reliability
of testing and verification.

5. Behavioural and biometric data: Ensure that behavioural and biometric data does not serve
the training of AI systems capable of manipulation, discrimination and disinformation, in
particular with regard to biometric profiling and emotion recognition technologies

6. Data access: Ensure access to and use of data which is in the public interest, provided this
does not interfere with human rights. Such access should also be ensured between services,
especially when data and computation capabilities are held by companies, which calls for
private and public open data policies and protocols that support interoperability as well as data
portability.

7. Transatlantic data flows: Create conditions of trust enabling transatlantic data flows based on
the fundamental rights to data protection and privacy; create mechanisms of mutual protection
and respect firmly grounded in ‘effective and practical protection’ within the relevant
jurisdictions.

FUNDAMENTAL RIGHTS

8. Human rights and dignity: Establish practical and effective protection of human rights and
liberties such as human dignity, non-discrimination, the presumption of innocence, due process,
and the protection of children’s (under age 18) rights

9. AI Safety: Put in place regulatory frameworks promoting AI governance, transparency,
robustness, and cybersecurity, update legislation to tackle unacceptable cases of algorithmic
discrimination and limit corporations' ability to escape liability for their AI systems.

10. Transparency and access: Supervisory authorities need access to government and corporate
infrastructure, processes, and ecosystems, including algorithms and databases, and policies, to
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ensure adequate oversight and accountability. This should not be prohibited in the name of
either governmental or corporate secrecy.

INDEPENDENCE AND HUMAN AGENCY

11. Free press and academia: Provide a framework for a vibrant, independent press and funding
to foster independent academic and civil society organisations and empowering them to
scrutinise and investigate the impacts, abuses, and misuses of emerging technologies.

12. Values-based technology design: Ensure all types of processes that include automated
decision making and AI operate according to principles of responsibility and accountability,
transparency, explainability, respect for human dignity and meaningful control. These values,
the rule of law, democracy and fundamental rights must be protected by design throughout the
life cycle of the advanced software and cyber-physical systems.

13. Evidence-based decision-making and assessment: Address the need for the public policy
dialogue to be evidence-based and for citizens and civil society to be empowered to participate
meaningfully in this dialogue. Establish regular open AI benchmarks intended to soundly assess
and report on the extent to which AI-enabled systems comply with the values set out above.
Encourage the US, Europe, and other interested parties to cooperate in the development of any
such benchmarking protocols.

NATIONAL AND INTERNATIONAL SECURITY

14. Risk monitoring and mitigation: Ensure that emerging technologies, including those
developed in the private sector, do not undermine national security or international peace in
unforeseen ways. Such risks must be continuously monitored by supervisory authorities and
addressed in an anticipatory manner.

15. National security: Ensure public oversight over AI systems to keep them safe and secure.
Identify mechanisms and instruments to better integrate safety, security and economic
considerations in regulatory policy.

16. AI in the military: Leverage towards a comprehensive treaty-based mechanism on the use of
autonomous decision-making systems and AI; especially for military purposes.

17. Fighting digital authoritarianism: Scale multilateral engagement on technical norms and
standards to defend against digital authoritarianism and providing positive alternatives to
authoritarian digital and physical entanglements by supporting bottom-up, self-determined
digital development strategies.
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